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[bookmark: _Hlk532311]	START OF PROPOSED CHANGES	
	 Start of Change 1 	
[bookmark: _Toc27763251]5.2	Periodic deterministic communication
Periodic deterministic communication is periodic with stringent requirements on timeliness and availability of the communication service. A transmission occurs every transfer interval. A description of periodic deterministic communication can be found in Clauses 4.3 and 4.4. Additional information on the underlying use cases of the sets of requirements in Table 5.2-1 can be found in Annex A. Further information on characteristic parameters and influence quantities used in Table 5.2-1 can be found in Annex C. 
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The 5G system shall be able to provide periodic deterministic communication with the service performance requirements reported in Table 5.2-1.
3GPP
Table 5.2-1: Periodic deterministic communication service performance requirements
	Characteristic parameter
	Influence quantity
	

	Communication service availability: target value (note 1)
	Communication service reliability: mean time between failures
	End-to-end latency: maximum (note 2)
	Service bit rate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE 
speed
	# of UEs
	Service area 
(note 3)
	Remarks

	99,999 % to 99,99999 %
	~ 10 years

	< transfer interval value
	–
	50
	500 μs 
	500 μs
	≤ 75 km/h
	≤ 20
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	40
	1 ms 
	1 ms
	≤ 75 km/h
	≤ 50
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	–
	20
	2 ms 
	2 ms
	≤ 75 km/h
	≤ 100
	50 m x 10 m x 10 m
	Motion control (A.2.2.1)

	99,9999 %
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s 
(steady state)
≥ 1 ms (fault case)
	TBDtransfer interval
	stationary
	20
	30 km x 20 km
	Electrical Distribution – Distributed automated switching for isolation and service restoration (A.4.4); (note 5) 

	99,9999 % to 99,999999 %
	~ 10 years
	< transfer interval value
	
	1 k
	≤ 10 ms
	10 ms
	-
	5 to 10
	100 m x 30 m x 10 m
	Control-to-control in motion control (A.2.2.2); (note 9)

	> 99,9999 %
	~ 10 years
	< transfer interval value
	–
	40 to 250
	1 ms to 50 ms (note 6) (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,9999 % to 99,999999 %
	~ 1 month
	< transfer interval value
	–
	40 to 250
	4 ms to 8 ms (note 7)
	transfer interval value
	< 8 km/h
	TBD
	50 m x 10 m x 4 m
	Mobile control panels – remote control of e.g. assembly robots, milling machines (A.2.4.1); (note 9)

	99,9999 % to 99,999999 %
	~ 1 year
	< transfer interval
	–
	40 to 250

	< 12 ms (note 7)
	12 ms
	< 8 km/h
	TBD
	typically 40 m x 60 m; maximum 200 m x 300 m
	Mobile control panels -remote control of e.g. mobile cranes, mobile pumps, fixed portal cranes (A.2.4.1); (note 9)

	99,9999 % to 99,999999 %
	≥ 1 year
	< transfer interval value
	–
	20
	≥ 10 ms (note 8)
	0
	typically stationary
	typically 10 to 20
	typically ≤ 100 m x 100 m x 50 m
	Process automation – closed loop control (A.2.3.1)

	99,999 %
	TBD
	~ 50 ms  
	–
	~ 100
	~ 50 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Primary frequency control (A.4.2); (note 9)

	99,999 %
	TBD
	~ 100 ms
	–
	~ 100
	~ 200 ms
	TBD
	stationary
	≤ 100 000
	several km2 up to 100 000 km2
	Distributed Voltage Control (A.4.3) (note 9)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	15 k to 250 k
	10 ms to 100 ms (note 7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots – video-operated remote control (A.2.2.3)

	> 99,9999 %
	~ 1 year
	< transfer interval value
	–
	40 to 250
	40 ms to 500  ms (note  7)
	transfer interval value
	≤ 50 km/h
	≤ 100
	≤ 1 km2
	Mobile robots (A.2.2.3)

	99,99 %
	≥ 1 week
	< transfer interval value
	–
	20 to 255
	100 ms to 60 s (note 7)
	≥ 3 x transfer interval value
	typically stationary
	≤ 10 000 to 100 000
	≤ 10 km x 10 km x 50 m
	Process monitoring (A.2.3.2), Plant asset management (A.2.3.3)

	NOTE 1:	One or more retransmissions of network layer packets may take place in order to satisfy the communication service availability requirement.
NOTE 2:	Unless otherwise specified, all communication includes 1 wireless link (UE to network node or network node to UE) rather than two wireless links (UE to UE).
NOTE 3:	Length x width (x height).
NOTE 4:	(void)
NOTE 5:	Communication includes two wireless links (UE to UE).
NOTE 6:	This covers different transfer intervals for different similar use cases with target values of 1 ms, 1 ms to 10 ms, and 10 ms to 50 ms.
NOTE 7:	The transfer interval deviates around its target value by < ± 25 %.
NOTE 8:	The transfer interval deviates around its target value by < ± 5 %.
NOTE 9:	Communication may include two wireless links (UE to UE)


	 End of Change 1 	
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3GPP
	 Start of Change 2 	
[bookmark: _Toc27763283]A.4.4	Distributed automated switching for isolation and service restoration
A power distribution grid fault is a stressful situation. There are self-healing solutions for automated switching, fault isolation and, service restoration. Furthermore, these solutions are ideally suited to handle outages that affect critical power consumers, such as industrial plants or data centres. Supply interruptions must be fixed within less than a second for critical power consumers. Automated solutions are able to restore power supply within a few hundred milliseconds.
[image: ]
Figure A.4.4-1: Depiction of a distribution ring and a failure (flash of lighting) 
The FLISR (Fault Location, Isolation & Service Restoration) solution consists of switch controller devices which are especially designed for feeder automation applications that support the self-healing of power distribution grids with overhead lines. They serve as control units for reclosers and disconnectors in overhead line distribution grids.
The system is designed for using fully distributed, independent automated devices. The logic resides in each individual feeder automation controller located at the poles in the feeder level. Each feeder section has a controller device. Using peer-to-peer communication among the controller devices, the system operates autonomously without the need of a regional controller or control centre. However, all self-healing steps carried out will be reported immediately to the control centre to keep the grid status up-to-date. The controllers conduct self-healing of the distribution line in typically 500 ms by isolating the faults.
Peer-to-peer communication via IEC 61850 GOOSE (Generic Object Oriented Substation Event) messages provides data as fast as possible (Layer 2 multicast message). They are sent periodically (in steady state, with changing interval time in fault case) by each controller to several or all other controllers of the same feeder and are not acknowledged. 
The data rate per controller is low in steady state, but GOOSE bursts with high data rate do occur, especially during fault situations. GOOSE messages are sent by several or all controller units of the feeder nearly at the same point in time during the fault location, isolation and service restoration procedure with a low end-to-end latency. 

Table A.4.4-1: Service performance requirements for distributed automated switching for isolation and service restoration 
	Use case #
	Characteristic parameter
	Influence quantity

	
	Communication service availability: target value in %
	Communication service reliability: mean time between failures
	End-to-end latency: maximum
	Service bitrate: user experienced data rate
	Message size [byte]
	Transfer interval: target value
	Survival time
	UE speed
	# of UEs
	Service area (note 1)

	1 (note 2)
	99,9999
	–
	< 5 ms
	1 kbit/s (steady state)
1,5 Mbit/s (fault case)
	< 1500
	< 60 s (steady state)
≥ 1 ms (fault case)
	TBDtransfer interval (one frame loss)
	stationary
	20
	30 km x 20 km

	NOTE 1:	Length x width
NOTE 2:	UE to UE communication (two wireless links)



Use case one
GOOSE (a)periodic deterministic communication service supporting bursty message exchange for fault location, isolation, and service restoration.
	 End of Change 2 	

	END OF PROPOSED CHANGES	
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